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A recent growing interest

▪ A variety of tasks in the software development 
domain can benefit from the aid of Machine 
Learning and Deep Learning

▪ Deep learning has achieved competitive 
performance against previous algorithms on 
about 40 SE tasks

▪ Industrial practitioners are also interested in 
integrating Deep Learning into their SE solutions
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Tasks in the Software development domain
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Tasks in the Software development domain
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Artificial Intelligence applied to SE
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Natural Language Processing for Source Code

Programming language as a new language like English

● Complexity
● Context awareness
● Unlimited vocabulary 
● Dataset scarcity (required GitHub scraper   )
● Tokenization of each programming language

public class HelloWorld { public static void main ( String [ ] args ) { System . out . println ( " Hello, World " ) ; } }  
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Single-task vs Multi-task learning 
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Why Multi-task learning ?
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● Implicit data augmentation
● Regularization
● Attention focusing
● Representation bias

=> Augment of the generalization capabilities

Task 1 Task nLanguage 
Model

Shared hidden layer between tasks

Shared hidden layer between tasks

Shared hidden layer between tasks

Output language 
model Output Task 1 Output Task n

“Given m learning tasks {Ti }i=1
m where all the tasks or 

a subset of them are related, multi-task learning aims 
to help improve the learning of a model for Ti by using 
the knowledge contained in all or some of the m tasks.”
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Research questions
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Can multi-task deep learning be beneficial for tasks in the software development domain?1

How does training on multiple tasks of the software development domain simultaneously    
compare to training on each task separately?

4

3 How far is multi-task deep learning from state-of-the-art solutions in the software 
development domain?

Which tasks could be combined together in order to achieve better performances?5

2

Could the model be trained with English language and programming language together?3
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Methodology: overview

Search for 
available 
datasets

Choose relevant 
tasks

Preprocessing and 
integration of the 

datasets

Train deep 
learning models 

Evaluation of 
the results

Verification and 
validation of the 
research questions
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Tasks in the Software development domain
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Tasks
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Tasks Description Number of samples

Program learning and synthesis Generate programs from natural language descriptions 100.000

API sequence recommendation Generates relevant API usage sequences given a natural language query 7.500.000 

Code comment generation Automatic generation of code comments 400.000

Commit message generation Automatically “translate” diffs into commit messages 30.000

Source code summarization Summarization of source code snippets 80.000

Unsupervised Language model English: 1 Billion world corpus [4] 300.000.000 

Java from PGA [5] 500.000

SQL corpus [6] 135.000 

150K Python Dataset [7] 150.000 

C# from PGA [5] 500.000



Example of input-output pairs

Source code summarization:

● from pygithub3 import Github\n\nusername = raw_input("Please enter a Github username: ")\npassword = raw_input("Please 
enter the account password: ")\n\ngh = Github(login=username, password = password)\n\nget_user = 
gh.users.get()\n\nuser_repos = gh.repos.list().all()\n\nfor repo in user_repos:\n    print repo.language

● Getting repository information using pygithub3 for Python

Code comment generation:

● public void handleEntryExpiredSA(EntryExpiredBusPacket packet) throws Exception {\n  
handleEntryExpiredCoreSA(packet.getEntryHolder(),packet.getTransaction(),packet.isFromReplication());\n}\n"

● Handles EntryExpired packets.

API sequence recommendation:

● return a printable representation of this exception for debugging purposes             
                         

● StringBuffer . <init> StringBuffer . append StringBuffer . toString  
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Model architecture overview
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Transformer model  [8] [9]

Encoder - Decoder model Attention mechanism
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Timeline of the thesis
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Literature research
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